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ABSTRACT

Digital disinformation operations (disinfo-ops) employ sophisticated synthetic activity to distort public discourse, 
manipulate democratic processes, and erode trust across societies. Unlike traditional forms of propaganda, 
these operations amplify false or misleading content at an unprecedented scale and precision, leveraging 
automated bots, troll networks, and AI-generated media to shape perceptions and suppress genuine voices. This 
report examines the mechanisms behind disinfo-ops and their impact on human rights, particularly freedom 
of expression, opinion formation, and the right to seek, receive and impart information. Removing inauthentic 
activity is a critical step to preserving human rights and protecting human agency in an increasingly polluted 
information ecosystem.
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INTRODUCTION

The online information space has always evolved 
haphazardly, shaped by competing interests of individuals, 
organizations and commercial entities. Today it is profoundly 
disordered. Technical capacities allow for content – correct or 
incorrect – to be generated quickly; it takes much more time 
to produce something that closely aligns to the facts than it 
does to spill falsehoods. Marshaling experts to fact-check 
vast amounts of information online is already difficult, and 
there is frequent debate over the best way to describe reality, 
even among specialists. This is a normal part of both the 
democratic and scientific process. As a result, confusion 
persists among the general public about the value of the 
many different types of virtual information to be found. 
Efforts to teach people how to navigate the credibility of 
information in cyberspace through digital literacy programs 
are only beginning and come with their own paradoxes.1 
Beyond this, the algorithms that curate our newsfeeds are 
not built for accuracy, but rather for grabbing attention 
and holding engagement. All of this makes for a volatile 
information ecosystem that does not favor reliability and 
truth. Some have labelled it a “crisis of information.”2

Compounding this disorder are nefarious actors who 
wish to sow confusion across borders within this fertile 
ground. Such intentional action is not new. The idea of 
weakening an adversary by planting falsehoods in local 
sources has a deep history in the 20th century.3 Wide 
participation on social media platforms with an ease of 
content delivery has allowed for the rapid amplification 
of purposefully false narratives. The digital era has 
transformed the way societies interact with information, and 
online platforms provide tools to shape our understanding 
of the public sphere like never before. The combined effects 
of mis- and disinformation have far-reaching societal 
impacts, making it essential to map out the mechanics 
of this disruptive force. Crucially, much of this digital 
activity is not organic but artificially generated – driven 
by bots, inauthentic actors and algorithms – highlighting 
a structural vulnerability that can be addressed through 
policy and regulatory measures.

From a legal perspective, digital disinformation presents 
significant challenges to the international community.4 
To begin to chart the complex applicable international 
law, it is important to highlight the now widely accepted 
interpretation that the principles that flow from sovereignty 
and the UN Charter indeed apply in cyberspace.5 Different 
areas of international law, including the protection of 

fundamental human rights, the rules governing conflict, and 
principles shaping State relations and self-determination, 
are implicated here. There are also the critical questions of 
responsibility and accountability, particularly in contexts 
where anonymity and plausible deniability complicate the 
attribution of harmful actions. Together, these elements 
provide a foundation for understanding how international 
legal obligations intersect with the evolving difficulty of 
digital disinformation.

To enhance accessibility, this research has been divided 
into four interrelated reports, each addressing a distinct 
aspect of the danger posed – referred to in this report 
series as “disinfo-ops”. Part I, presented here, examines the 
fundamental mechanisms involved behind these operations 
and challenges the idea that freedom of expression is in 
direct conflict with efforts to mitigate harm. Instead, it 
highlights how synthetic interference is often deliberately 
engineered to distort discourse, suppress genuine voices, 
and manipulate opinion formation. Part II provides a 
detailed examination of the other legal dimensions under 
international law, including considerations of sovereignty, 
non-intervention, self-determination, and accountability. 
Additionally, two specialized Info-Briefs address critical 
thematic areas: one examines how the law of armed conflict 
treats deception, while the other explores the European 
Union’s regulatory landscape in facilitating independent 
research through privacy-preserving data access. Together, 
these reports offer a framework for understanding and 
addressing the evolving problem.

Setting the stage for the subsequent reports in this 
series, this report examines how online disinformation 
today exposes digital vulnerabilities, amplifies polarization 
and warps public discourse. While distorted material has 
long been a tool of manipulation, the degree and speed 
of its spread in the digital age pose new complications, 
particularly for protecting freedom of expression and 
opinion. This report unpacks how artificial activity – or 
synthetic forces – exploit algorithmic design and personal 
data for micro-targeted amplification, intensifying the issue 
and making effective responses difficult to formulate. By 
mapping these dynamics, we will clearly see why leading 
scholars have noted: 

 
Although there is nothing necessarily new about propaganda, 
the affordances of social networking technologies – algorithms, 
automation, and big data – change the scale, scope, and 
precision of how information is transmitted in the digital age.6 
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Addressing this complex challenge requires a strategic 
and adaptive approach akin to managing an ecosystem. 
Mis- and disinformation act as pollutants, contaminating 
public discourse and undermining trust across society. 7 
Understanding the scope and impact of this degradation 
demands access to the data driving these mechanisms, 
enabling researchers to identify the precise components 
so that policymakers can devise effective interventions. 
Moreover, filtering out inorganic contamination is an 
essential first step to restoring the trust and integrity 
that underpin a thriving, human-centered information 
ecosystem.

MAPPING THE MIS- AND DISINFORMATION LANDSCAPE

UNPACKING THE CONCEPT

There is no international consensus on a definition for 
the term “disinformation.”8 Without precise terminology, 
addressing the harm caused by such an action becomes 
difficult and leaves room for manipulation and exploitation 
of legal grey areas.9 By labeling any disliked material as 
disinformation, propaganda or fake news, the information 
landscape becomes littered with competing accusations 
causing people to lose faith in their leaders, along with their 
own capacity to navigate the morass.

Academics have created a taxonomy to distinguish 
between mis- and disinformation. Fundamentally, they can 
be understood as distinct in their intent – misinformation is 
false or misleading information spread without malice, and 
disinformation is deliberately deceptive.10 Disinformation 
aims to manipulate public opinion to foster uncertainty 
and confusion. Chaos creates opportunities for malfeasance, 
subversion or misconduct. In contrast, misinformation – 
though not generated with harmful intent – often proliferates 
through unwitting individuals who share false information 
without realizing its inaccuracy or simply find it amusing. In 
other words, once deliberately manipulated content reaches 
the public, well-meaning parties may inadvertently share it, 
turning disinformation into misinformation as it spreads 
beyond its original, deceptive intent. This "snowball effect" 
boosts the content’s visibility with each share, making it 
seem increasingly credible. Together, this blend of mis- and 
disinformation creates a thick fog that is extremely difficult 
to pierce in order to identify responsibility.11 

Determining truth is inherently complex and ever 
evolving. Experts frequently disagree on the interpretations 
of facts and priorities. While this diversity of perspectives 
is essential for democratic and scientific progress, it also 
creates tension in managing an increasingly contested 
information space.12 The term "disinformation" originates 
from the Russian dezinformatsiya, a concept developed 
during the Soviet era as part of state-sponsored campaigns 
designed to manipulate perceptions through a strategic 
blend of truth and falsehoods.13 This tactic exploits the 
inherent difficulty of fully grasping objective reality, using 
uncertainty as a tool to construct misleading narratives. 
Meanwhile, the United States pioneered large-scale 
psychological operations (PSYOPs) during World War II, 
employing strategic influence campaigns to shape behavior 
and achieve political or military objectives.14 Both laid the 
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groundwork for modern cognitive manipulation, but digital 
tools fueled by personal data have largely solved previous 
challenges in targeting and credibility, enabling influence 
campaigns to operate with unprecedented accuracy and 
impact.

Today, a variety of other terms are used to describe 
the phenomenon of false or misleading information. Some 
examples include “fake news,” “manipulated content,” 
“cognitive warfare,” “influence operations,” “propaganda” 
and “xuanchuan.”15 These terms often carry distinct 
meanings and can vary across disciplines and contexts. This 
report will not directly address this complexity; instead it 
will use the term “disinfo-ops” as a broad framework of 
disinformation operations to capture the wide scope of a 
knotted problem.16 This choice emphasizes how the available 
mechanisms operate in a disordered information system. 
It should not, however, be understood as a conclusion on 
what is the best terminology to capture the evolving use of 
information and communication technologies (ICTs).

The borderless nature of the Internet has also given 
actors interested in producing and moving distorted 
communications an unprecedented reach into foreign 
communities. Individuals from one country can pretend to 
be local residents and engage in targeted political discourse 
to trigger reactions or push conversations in extreme or 
polarizing directions.17 This can compound the impact of 
domestic groups that equally benefit from creating chaos and 
the upheaval caused by lies.18 While selected governments 
and international organizations have responded to this 
threat by raising alarms and imposing regulations,19 the 
cross-border nature of digital communication complicates 
enforcement efforts – especially when the desire to fuel 
discord and doubt is borne at home and supported abroad.20

MECHANISMS OF PROLIFERATION

Lies and falsehoods have always existed. Manipulation often 
follows. What is different today are the tools used to move 
untruths at speed and to inundate individuals with specific 
fabrications that are tailored to their interest or political 
preferences. The forces driving the proliferation of mis- 
and disinformation are made up of a complex interplay of 
both human actors and technological tools. Together, they 
accelerate and amplify the spread of false or misleading 
content – and obscure its origins. Key among these devices 
is the collection of personal data, automated bots, malicious 
trolls/State-sponsored cyber-armies, deepfakes, and 
corporate algorithms. Each plays a distinct role in shaping 

the online information space and collectively magnify the 
impact of harmful narratives. Moreover, it is necessary to 
understand that these instruments are being used across 
various online platforms, making cross-platform research 
essential.21 Yet, without data access for scientific study, we 
remain unable to grasp the full extent of how these tools 
shape the online environment or the sophistication with 
which they are deployed.22 

It is also important to note that much of this taint 
spreads through inauthentic activity sponsored by States 
or monied interests.23 Much like environmental pollution 
disrupts natural systems, this tech-driven surge of synthetic 
activity undermines genuine human interaction. It drowns 
out and overwhelms organic discourse. In contrast, 
authentic expression, even when it challenges or creates 
discomfort, is a fundamental human right that propels 
societal progress. Strictly limiting counterfeit voices, 
magnified by automation, arguably preserves the integrity 
of earnest exchange between real people.24

What follows is a focused presentation of the principal 
mechanisms.

• Collection of Private Data: fuel for targeted 
manipulation. The quantity of digital data being 
generated daily is immense.25 Large amounts of it can 
be tied to individuals, the collection of which began 
for the purpose of trained marketing campaigns – 
otherwise known as micro-targeting.26 This capacity has 
been repurposed for highly precise political influence 
operations.27 Platforms and third-party actors collect 
vast amounts of private data, including browsing habits, 
location, interests, and demographic details, which can 
then be analyzed to create detailed user profiles.28 This 
personal data summary enables tailored messaging that 
taps into individual biases, fears or political bents to 
increase the likelihood of engagement – thus the spread 
of specific content to receptive audiences. By feeding into 
the mechanics described below, personal data collection 
sharpens the precision and impact of particularized 
disinfo-ops, heightening the risk that it is unknowingly 
spread as misinformation.29 Most concerning, this has 
largely resolved one of the key challenges for effective 
PSYOPs and dezinformatsiya campaigns – understanding 
a target and orienting credible content to manipulate it.

• Bots: automated networks of social media accounts. 
Bots operate at scale and are designed to mimic human 
behavior. Networks of bots can be programmed 
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to rapidly deploy at critical moments to amplify 
content, including false or misleading information, 
by generating large volumes of posts or interactions 
(likes, shares, comments). This manipulates algorithms 
to further boost selected content. Their speed and 
efficiency make them a powerful tool for spreading 
distorted information across platforms with minimal 
human intervention.30

• Trolls: malicious content provocateurs. Trolls are 
individuals or groups who deliberately provoke or 
mislead others online, often by posting inflammatory 
or false content. This activity can manipulate public 
opinion, sow discord, and disrupt discussions by 
steering conversations toward divisive topics. They 
can engage in harassment or influence campaigns, 
contributing to the broader spread of harmful content 
– their impact is connected to the ability to assemble, 
direct and coordinate activity.31 A hybrid phenomenon, 
often called "cyborgs," combines the efficiency of bots 
with the adaptability of human trolls to better avoid 
detection for more sophisticated manipulation.32

• Troll Farms / Cyber-armies: coordinated digital forces. 
These consist of organized groups, sometimes backed 
or indirectly supported by State actors, that engage in 
spreading disinformation for geopolitical or ideological 
purposes. Such digital forces can systematically 
manipulate online narratives, create confusion, 
and undermine trust in governmental processes or 
institutions – either domestic or international. Their 
activities range from social media manipulation to 
hacking, data leaks, and coordinated harassment 
campaigns. Attribution is notoriously difficult,33 as 
the involvement of State actors is often obscured or 
denied, allowing them to distance themselves from 
the actions of such groups. This ambiguity not only 
complicates accountability but also shields States from 
direct repercussions.34

• Deepfakes: manipulated visual deceptions. AI-
generated videos and images are becoming increasingly 
sophisticated, making it difficult to distinguish 
fabrication from reality. Deepfakes can convincingly 
depict individuals saying or doing things that did not 
take place, enabling the spread of false information, 
reputational harm, and political destabilization. 
While watermarking and detection tools provide some 

safeguards, the rapid evolution of deepfake technology 
has created an arms race where defensive measures 
struggle to keep pace, leaving individuals and smaller 
institutions unprotected.35

• Algorithms: hidden engines of content amplification. 
These engagement-driven curators are automated 
systems widely used across digital platforms, including 
social media, search engines, and streaming services, 
to prioritize content based on user interaction. 
Closely connected are ‘recommender systems’ that 
propose additional content to users.36 Designed to 
boost participation, they often favor sensational or 
emotionally charged material, accelerating the spread 
of mis- and disinformation. As like-minded people 
form groups online, the reverberation of shared 
content has given rise to what have been called “filter 
bubbles and echo chambers.”37 Since the algorithms and 
recommender systems are closely guarded trade secrets, 
a complete understanding of their inner workings 
remains out of reach.38

This tangled web of humans and technology not only 
distorts public discourse but also obstructs efforts to 
address the problem at its root. Moreover, the development 
of generative AI technology means that these mechanisms of 
hidden persuasion have the potential to be applied at an even 
wider scale. In the words of one prominent expert: “people 
produce and consume lies, but the algorithms, data sets, 
and information infrastructure determine the impact of 
those lies.”39

IDENTIFYING THE TARGETS: WHO SUFFERS?

When falsehoods permeate society, they undermine 
confidence and stability at every level. Nonetheless, 
particular groups and fields of practice are more 
susceptible than others. Marginalized communities are 
particularly vulnerable and often victims of harmful 
content exacerbating existing inequalities. Health and 
science can face serious consequences, as a disarray of 
information erodes public trust in evidence-based guidance. 
Journalists and media outlets tasked with providing 
reliable information can be discredited or attacked, further 
weakening public discourse. Moreover, while every society 
needs trustworthy sources of information, its absence is a 
particular detriment to the democratic processes that rely 
on authentic contestation, discussion and deliberation to 
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decide who will hold authority within a constitutional order. 
In short, mis- and disinformation contribute to an erosion 
of trust – in institutions, governments and even within 
interpersonal relationships – corroding social cohesion and 
deepening divisions within societies.

M a r g i n a l i z e d  C om mu n it ie s  a nd  G e nd e r e d 
Disinformation
Communities around the globe face systemic barriers to full 
inclusion in society, leaving them vulnerable to exclusion, 
discrimination, and targeted manipulation. Marginalized 
groups are often disproportionately impacted by digital 
disinfo-ops, as they become easy targets for narratives that 
exploit existing social, ethnic, or religious tensions. False 
or misleading content can be used to incite division and 
promote stereotypes. In extreme cases, such campaigns can 
even contribute to acts of violence. Limited access to reliable 
information often exacerbates these challenges, making it 
harder for marginalized groups to fully participate in civic 
and social life.40

A particularly insidious practice is gendered 
disinformation, which disproportionately targets women, 
LGBTQ+ individuals, and other gender identity groups.41 As 
noted by the UN Special Rapporteur on Freedom of Opinion 
and Expression, female politicians, journalists, and human 
rights defenders frequently face digital campaigns designed 
to silence and delegitimize them.42 These attacks reinforce 
patriarchal norms, deter participation in public discourse, 
and exacerbate digital inequalities. By weaponizing 
information in this way, such campaigns erode fundamental 
rights and undermine efforts toward equality.

The devastating impact of targeted disinformation was 
starkly evident in the 2017 Rohingya crisis in Myanmar, 
where false narratives played an important role in inciting 
violence against ethnic minorities.43 In 2024, the Independent 
Investigative Mechanism for Myanmar (IIMM) released 
a report detailing the Myanmar military's information 
campaign against the Rohingya population.44 During the 
2017 clearance operations, a covert network of Facebook 
pages, secretly operated by the military, systematically 
spread hate speech and incited violence. This network, 
linked to the military through shared administrators and 
IP addresses, posted inflammatory content, with over 10,000 
posts identified as hate speech, promoting extreme anti-
Rohingya sentiments and justifying acts of aggression. This 
case highlights how disinfo-ops can weaponize existing 
prejudices to escalate persecution.45

Health and Science
Health and science suffer when the nature of scientific 
consensus – established through peer review and rigorous 
replication checks – is corrupted. The scientific process 
embraces debate and dissent to achieve consensus. Yet this 
process can be distorted by amplifying fringe voices, making 
it appear as though credible evidence is evenly divided when, 
in reality, a large majority of scientific views point in the 
same direction. This tactic can cloud public understanding, 
making it difficult to distinguish between consensus-driven 
guidance and isolated opinions. When such manipulation 
takes place within receptive communities it weakens trust 
in scientific findings, allowing misinformation to thrive 
under the guise of legitimate scientific debate.46

The global community witnessed this phenomenon 
when the COVID-19 pandemic quickly evolved into an 
“infodemic.” When the virus was beginning to spread in 
February 2020,47 the World Health Organization (WHO) 
warned that mis- and disinformation was spreading in 
parallel to the virus itself.48 From false cures to conspiracy 
theories about the virus's origins, the public was inundated 
with misleading content that fueled confusion and distrust 
in official health advice. WHO officials recognized early 
on that this flood of harmful information posed a serious 
danger to public health by undermining evidence-based 
guidance and amplifying fear. This wave of mis- and 
disinformation later became a major obstacle during the 
vaccine rollout, as falsehoods surrounding vaccine safety 
and efficacy fueled widespread hesitancy and slowed global 
immunization efforts.49

Journalism & Media
The spread of distorted information erodes the credibility 
of quality journalism, undermining public trust in the 
media’s role as an essential, if not entirely unbiased, source. 
While good journalism strives to uphold objectivity, 
biases can emerge from individual perspectives, editorial 
choices, or broader institutional leanings. Information 
campaigns exploit these natural vulnerabilities. They 
disguise false content by mimicking reputable outlets, 
creating fake personas that spread fabricated stories, or 
posing as independent news sources with seemingly 
genuine, underrepresented perspectives. This harm can 
extend beyond the public perception of media sources to 
endanger journalists. Indeed, individuals committed to 
ethical standards and fact-based reporting can be targeted in 
such campaigns insofar as their work threatens a distorted 
narrative.50
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Once respected for its journalism, France-Soir became an 
example of how disinformation can erode media credibility. 
The outlet was a leading French newspaper with a peak 
circulation of 1.5 million in the 1950s and 1960s. After going 
bankrupt in 2012, it re-emerged as an online-only entity 
in 2016. Criticized for publishing false information, France 
Soir was downgraded in 2020 by NewsGuard.51 In 2022, it 
lost its official press credentials from France’s Commission 
paritaire des publications et agences de presse (CPPAP), and an 
administrative court in Paris upheld this decision in 2024.52 
The time taken and financial costs incurred to arrive at this 
result demonstrate the challenge to traditional journalism 
and its protection in the current environment. 

Legitimacy & Democracy
Legitimacy is essential for any government to function. 
Belief in the validity of the process that establishes an 
authority promotes compliance with its decisions and 
orders, enables collective action and stimulates cohesion 
within society. Disinfo-ops can threaten this legitimacy by 
distorting public perception of the process, eroding trust in 
institutions and government officials, and instilling doubt 
around the authority in power. Ultimately, by weakening 
a government’s ability to engender trust and promote 
compliance with rules and policy, this manipulation 
undermines the critical balance needed for effective 
governance.53

Elections in the United States and Brazil have illustrated 
how manipulated information can severely disrupt electoral 
processes and undermine state authority. In the U.S., 
disinformation during the 2016 U.S. election, particularly 
through social media manipulation by foreign actors,54 
intensified political polarization and began to cast doubt 
on procedural integrity. Moreover, false narratives about 
electoral fraud led segments of the public to question the 
veracity of the election outcome in 2020, culminating in the 
attack on the Capitol on 6 January 2021.55 Similarly, in Brazil, 
misleading narratives following the presidential election 
spurred unrest, with protestors storming government 
buildings in Brasília where over 1500 people were arrested.56 

Trust
Society rests on a foundation of trust. It enables individuals 
to engage confidently in public life by fostering a sense 
of security, mutual respect, and shared purpose. When 
people are confident that systems are fair and public 
information is reliable, they are more likely to participate 
in and cooperate toward common goals.57 In the digital age, 

such trust extends to the information ecosystem where 
people need to rely on the authenticity and reliability 
of the content they consume. As technologies and how 
humans use them complicate this landscape, establishing 
and maintaining trust in digital spaces (certainty of 
origin, intent, and accuracy of information) will become 
increasingly challenging,58 and mechanisms for preserving 
public trust imperative.59 One challenge in this regard is that 
“trust” is not a quantifiable entity. Examples will always be 
approximate and subject to criticism. Nonetheless, it can be 
seen that information campaigns actively undermine trust 
by using vulnerabilities within the information ecosystem, 
blurring the lines between fact and opinion, or accurate 
and erroneous information. Anonymity interwoven with 
malicious bots and troll armies in online spaces complicates 
this further. It allows malign actors to obscure the roots of 
content, amplify or drown out particular voices, and hide 
behind genuine freedom of expression – a right reserved for 
humans. While anonymity is essential for privacy and free 
expression, addressing its role in disinformation requires 
balancing these protections with accountability measures 
to impede the erosion of trust.60 
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ENGINEERED DISTORTIONS AND THE CHALLENGE TO 
HUMAN RIGHTS

The human right to freedom of expression and opinion 
is a building block of democratic society, fostering 
informed decision-making, open deliberation and the 
exchange of diverse ideas. Inserting deliberately false or 
misleading information into the public sphere of a self-
governing society exploits these principles, polluting and 
distorting the information landscape while undermining 
trust in public discourse. This tension lies at the heart of 
contemporary legal and ethical debates. On the one hand, 
preserving freedom of expression requires protecting 
even unpopular or controversial speech; on the other, 
unchecked disinformation at scale can polarize societies, 
erode democratic processes, and harm fundamental rights. 
However, it is essential to note that freedom of expression is 
rooted in the organic exchange of ideas between individuals, 
not a contest for visibility against synthetic forces deployed 
at scale. Rather than an inherent legal contradiction, this 
tension is often artificially created – sometimes deliberately 
– by inauthentic actors who manipulate digital ecosystems 
to suppress and drown out human voices. Recognizing 
this dynamic shifts the focus, from restricting speech to 
addressing the structural vulnerabilities that enable such 
distortions, offering a more precise and rights-aligned path 
forward. 

It is also important to note the collection and use of 
personal data presents a fundamental strain on another 
intersecting human right – the right to privacy.61 The vast 
amounts of data gathered through tracking technologies 
on digital platforms and social media interactions are 
not only monetized for advertising but also exploited for 
targeted political campaigns.62 By leveraging cookies and 
trackers embedded in websites to trace user interactions, 
browsing habits and online purchases, these systems use 
advanced analytics to build detailed profiles and curate 
highly personalized information environments.63 The 
lack of transparency and meaningful user consent in these 
processes raises serious concerns to a number of human 
rights and have been identified by the Office of the High 
Commissioner of Human Rights as “inextricably linked 
to the personal data that powers the engines of digitized 
societies”.64 

Human rights law as embodied in Article 19 of both 
the Universal Declaration of Human Rights (UDHR)65 and 
the International Covenant on Civil and Political Rights 
(ICCPR)66 guarantees the right to freedom of opinion and 

expression. While the right to freedom of opinion is non-
derogable and can never be legally breached, freedom of 
expression is not absolute. Restrictions on speech can be 
imposed when it endangers national security, public order, 
health, or the rights of others.67 In such cases, restrictions 
must meet the strict tests of legality, necessity and 
proportionality.68 Furthermore, speech or expression cannot 
rise to the level of incitement to hatred, discrimination and 
violence – all of which are prohibited under international 
law.69 Disinformation often straddles these lines.

THE NON-DEROGABLE RIGHT TO FREEDOM OF OPINION 

Freedom of opinion, as distinct from freedom of expression, 
is absolute and inviolable – even during states of emergency.70 
This provision guarantees that individuals are entitled to 
form and hold opinions without interference, emphasizing 
a total protection of the internal cognitive process and 
serving as a linchpin of personal autonomy. Unlike the 
right to freedom of expression, which is subject to certain 
limitations under Article 19(3) of the ICCPR, the freedom to 
hold opinions is fully shielded from inappropriate external 
intrusion or influence. This includes protection against 
coercion, penalization, or manipulation of an individual's 
opinion formation process. The right underscores a 
critical component of human independence, ensuring 
that individuals retain the capacity to think and form 
opinions freely, which is fundamental to personal integrity 
and democratic participation.71 Importantly, during the 
negotiation of the ICCPR, there was ongoing debate and 
confusion about whether “freedom of thought”72 and 
“freedom of opinion” were one and the same;73 ultimately, 
both remained in the treaty.74 

Disinfo-ops threaten freedom of opinion by warping 
the informational landscape upon which many individuals 
rely to form their views. While singular or even multiple 
instances of producing false content would not infringe 
on freedom of opinion, information operations often 
operate within a closed and bespoke information bubble 
that can distort individuals’ ability to form views based on 
diverse, factual and reliable information. It is by flooding 
a personalized sphere with manipulated narratives that 
such campaigns skew perceptions. When amplified 
through algorithm-driven platforms, repeated exposure to 
falsehoods can entrench cognitive biases and powerfully 
shape opinions. This can compromise the autonomy of 
individuals to hold opinions free from undue influence, 
highlighting the need for robust safeguards to protect this 
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fundamental, non-derogable right. Such environments 
can also manipulate public discourse, suppress dissenting 
voices, and polarize societies, indirectly undermining the 
broader principles of democratic governance. 

Both States and social media companies should 
prioritize this serious issue,75 including by enabling and 
supporting data access for independent study. Research 
can help to fully understand the mechanisms of these 
campaigns, allowing the development of evidence-
based strategies to protect freedom of opinion. Empirical 
insights can help reveal how manipulated narratives are 
disseminated and amplified, providing a basis for targeted 
safeguards. Moreover, innovative proposals should be 
advanced to ensure that only humans are interacting online 
and influencing each other;76 inauthentic technologies 
should not be allowed to skew opinion formation.  

THE RIGHT TO SEEK, RECEIVE AND IMPART INFORMATION

The ICCPR guarantees individuals have the right to seek, 
receive, and impart information of all kinds. They can 
do so across borders and through any type of media. This 
right also includes access to information that is disturbing, 
shocking or offensive,77 and the accuracy of an opinion 
or interpretation is not grounds for prohibition.78 This 
means that a society built on open debate must accept 
discomfort and disagreement, as long as it does not include 
the promotion of intolerance, unfair treatment, or physical 
harm.

To these ends, States have both negative and positive 
obligations under the human rights framework. The negative 
obligation requires States to refrain from actions that unduly 
restrict freedom of expression or suppress information. This 
includes avoiding Internet shutdowns, arbitrary censorship, 
and the misuse of laws to target critics or dissenting voices. 
Internet shutdowns, often imposed during elections or 
protests, disrupt access to information and are frequently 
deemed disproportionate under international human 
rights law.79 Arbitrary censorship, whether through blanket 
bans or unrefined and undefined removals of content, 
undermines freedom of expression by silencing dissenting 
views without justification.80 Misuse of criminal laws 
against "false information" often relies on vague language, 
allowing authorities to suppress legitimate criticism and 
dissent, contrary to international standards.81 Restrictions 
on freedom of expression, such as those aimed at curbing 
disinformation, are permissible only under exceptional 
circumstances and must align with the tripartite test of 

legality, necessity, and proportionality.82 This framework 
ensures that limitations are narrowly tailored and do not 
arbitrarily infringe on fundamental freedoms.

Positive obligations, by contrast, require States to 
take proactive measures to protect and promote the right 
to information. This involves ensuring the availability of 
diverse and accurate information, supporting independent 
journalism, protecting journalists, and addressing structural 
inequalities that may render certain groups more vulnerable 
to disinformation. States should adopt rights-respecting 
approaches that prioritize transparency, accountability, and 
public education. Fostering digital literacy can create an 
environment that empowers individuals to make informed 
decisions and participate meaningfully in deliberative 
processes.83 Similarly, fostering collaboration with civil 
society, independent media, and international organizations 
can strengthen efforts to counter campaigns to distort 
information while safeguarding freedom of expression. 
By aligning these efforts with international human rights 
standards, States can address the complex challenges created 
while upholding the integrity of the information ecosystem. 
The free flow of authentic information generated by real 
humans can be a powerful tool for fostering a healthy 
information environment.84

RESPONSIBILITY OF DIGITAL PLATFORMS 

Social media companies and digital platforms, while not 
bound by the same human rights obligations as States, are 
expected to respect human rights in their operations under 
the Guiding Principles on Business and Human Rights 
(UNGPs).85 UN Special Rapporteurs on the promotion and 
protection of the right to freedom of opinion and expression 
have pressed online technology companies to adhere to 
human rights standards in all of their business practices.86 
The UNGPs emphasize the responsibility of businesses to 
avoid infringing on human rights and to address adverse 
impacts caused by their activities. However, the business 
models of these platforms, which rely heavily on advertising 
revenue, have come under scrutiny for exacerbating 
the spread of disinformation.87 Algorithms designed to 
maximize engagement often prioritize sensational or 
polarizing content, amplifying harmful narratives while 
neglecting the broader societal impact.88 Additionally, 
practices such as data harvesting and microtargeting 
exploit user information to create personalized content 
streams, which can reinforce echo chambers and deepen 
polarization.89 These practices raise significant concerns 
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about user privacy and the obligations of companies to 
mitigate the harms their platforms facilitate.90

Efforts to address the problem through content 
moderation have similarly faced criticism for inconsistency 
and a lack of transparency.91 Companies employ automated 
filters and manual reviews to identify and remove harmful 
content, yet these systems frequently fail to account for 
nuance, leading to over-removal of legitimate speech and 
under-removal of harmful material. Moreover, platforms 
often provide limited avenues for users to appeal moderation 
decisions or receive clear explanations of enforcement 
actions. Transparency reports, while a step in the right 
direction, often lack essential details about the reach and 
impact of disinformation, the effectiveness of content 
moderation policies, and the reliability of artificial 
intelligence tools.92 Without adhering to higher standards of 
accountability, companies risk perpetuating distrust while 
falling short of their responsibility to respect human rights.

Beyond these shortcomings, a more fundamental issue 
remains largely unaddressed – the rampant proliferation of 
synthetic activity on digital platforms. Large platforms have 
little incentive to curb bot activity or users with multiple 
accounts, as "good" bots – those undetectable to automated 
detection systems – drive engagement, inflate user metrics, 
and ultimately increase advertising revenue. Any technical 
capability to reliably distinguish between authentic and 
synthetic users would challenge existing engagement-driven 
business models. Moreover, it presents an opportunity for 
platforms to take an active role in protecting the societies 
they operate in – safeguarding public discourse from threats 
posed by unknown actors who exploit their systems for 
manipulation and harm.

AUTHENTIC HUMAN INTERACTION AND HUMAN RIGHTS 

A rights-based approach to digital governance prioritizes 
human agency over automated manipulation, ensuring that 
digital spaces remain environments where genuine discourse 
and open debate between people thrive. Digital interactions 
should be reliably human. Authentic pseudonyms – which 
verify users as real individuals without exposing their 
identities – offer a mechanism for distinguishing between 
human and artificial activity while preserving privacy 
and freedom of expression.93 Unlike synthetic forces, 
individuals possess moral reasoning, intentionality, and 
legal personhood, all of which underpin the legitimacy of 
human rights protections.94 A system that prioritizes human 
interaction and excludes inauthentic actors would reinforce 

the foundational principles of democratic deliberation and 
organic communication, ensuring that opinion formation 
remains free from AI-driven distortion and artificial 
manipulation.

Germany’s ID system, in operation since 2011, offers 
a practical model for authentic pseudonymous identities, 
enabling users to generate cryptographically secure tokens 
for digital participation.95 This approach balances privacy 
with accountability, allowing individuals to control their 
personal data while ensuring trustworthy verification. By 
issuing pseudonymous tokens that cannot be linked to 
individuals, the system minimizes risks associated with 
centralized data storage, such as breaches or misuse. Its 
decentralized and privacy-preserving design demonstrates 
the feasibility of scaling such frameworks globally, including 
in diverse legal, cultural, and technological contexts.

This system proposes establishing a digital identity 
framework that enables users to interact pseudonymously 
while ensuring that bots and automated accounts are 
clearly identified.96  By ensuring that platforms verify the 
identities behind automated accounts, this approach holds 
digital intermediaries – such as social media platforms, 
identity verification providers, and regulated digital service 
operators – accountable for preventing manipulation, 
ensuring transparency, and safeguarding online systems.

https://www.standict.eu/news/trustedinformation-digital-space
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CONCLUSIONS AND RECOMMENDATIONS

The rise of synthetic forces has magnified the scale, 
sophistication, and targeting accuracy of disinformation 
campaigns to unprecedented levels. Addressing the 
information crisis requires more than piecemeal detection 
efforts – it demands structural reform. As synthetic 
activity accelerates at a high velocity, we enter an arms race 
between advancing technological forces and the pursuit of 
authenticity, where failing to act decisively now will only 
deepen the imbalance. Just as environmental protections 
are essential to clean air and water, preserving a healthy 
information ecosystem must include identifying and 
filtering out pollution.

To conclude, three key areas are put forward to 
strengthen the needed digital integrity: creating genuine 
human interaction online, ensuring privacy-preserving 
data access for independent research, and expanding digital 
literacy initiatives to equip individuals with the skills 
needed to navigate today’s complex information landscape. 
Taken together, these strategies provide a human rights-
aligned foundation for mitigating the harms of digital 
disinfo-ops and reinforcing trust in the digital sphere and 
beyond.

AUTHENTIC PSEUDONYMS

The proposal of authentic pseudonyms – where users engage 
online under non-identifiable aliases linked to verified 
accounts – offers a middle ground between full anonymity 
and real-name requirements.97 This system would allow 
everyone to maintain their privacy while preventing tech-
driven manipulation and large-scale information operations, 
offering critical protection for whistleblowers, activists, and 
other vulnerable groups. Crucially, ensuring that humans 
interact with humans in online discourse upholds the 
essence of human rights law on freedom of expression and 
opinion, where a fair competition of ideas fuels debate, 
scientific progress, and positive societal development. 

DATA ACCESS

Ensuring privacy-preserving data access is critical to 
understanding and countering digital disinformation. 
Independent researchers require structured access to 
platform data to analyze the quantified size of disinfo-
ops, how false narratives spread, the role of algorithmic 
amplification, and the impact of disinformation on public 

discourse. The EU Digital Services Act offers a promising 
model by mandating researcher access to platform 
data while preserving the privacy of users – expanding 
global frameworks for data transparency is essential for 
strengthening evidence-based policy responses.98

DIGITAL LITERACY

Digital literacy is a long-term, foundational solution for 
strengthening societal resilience against disinformation. 
It equips individuals with critical thinking skills to assess 
information, recognize manipulation tactics, and navigate 
algorithm-driven content environments. Yet, because digital 
literacy is relevant across all disciplines but owned by none, 
integrating it into education remains a challenge. Librarians, 
as experts in information science, are key allies in this effort, 
helping structure literacy programs that promote accuracy, 
verification, and responsible information use. Governments, 
educators, and civil society must collaborate to embed 
digital literacy into curricula, expand public awareness 
campaigns, and tailor programs to diverse communities, 
ensuring accessibility across different linguistic, cultural, 
and socioeconomic groups.99

https://www.standict.eu/news/trustedinformation-digital-space
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